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On Probability As a Basis For Action* 

Abstract 

The aim of the author is improvement of statistical 
practice. The author distinguishes between enumerative 
studies and analytic studies. An enumerative study has 
for its aim an estimate of the number of units of a 
frame that belong to a specified class. An analytic study 
has for its aim a basis for action on the cause-system or 
the process, in order to improve product of the future. 
A fair price to  pay for an inventory is an example of an 
enumerative study. Tests of varieties of wheat., in- 
secticides, drugs, manufacturing processes, are examplcs 
of analytic studies: the choice of variety or treatment 
will affect the future out-turn of wheat, future patients, 
future product. Techniques and methods of inference 
that are applicable to enumerative studies lead to 
faulty design and faulty inference for analytic problems. 

It is.possiblc, in an enumerative problem, to reduce 
errors of sampling to any specified level. In  contrast, 
in an analytic problem, it is impossible to compute the 
risk of making a wrong decision. The author provides a 
number of examples, and pleads for greater care in tho 
writing and tcaching of ~tat~istical theory and inference. 

Aim and scope of this paper. The aim here is to try to 
contribute something to the improvement of statistical 
practice. The basic supposition here is that any statis- 
tical investigation is carried out for purposes of action. 
New knowledge modifies existing knowledge. 

Urgent needs for statistical work. Challenges face 
statisticians today as never before. The whole world is 
talking about safety in mechanical and electrical 
devices (in automobiles, for example) , safety in drugs, 
reliability, due care, pollution, poverty, nutrition, 
improvement of medical practicc, improvement of 
agricultural practice, improvement in quality of 
product, breakdown of service, breakdown of equip- 
ment, tardy busses, trains, and mail, need for greater 
output in industry and in agriculture, enrichment of 
jobs. The consumer requires month by month ever 
greater and greater safety, and he expects better and 
better performance of manufactured articles. The 
manufacturer has the same problems in his purchases 
of materials, assemblies, machines, and use of man- 
power. He must, in addition, know more and more 
about his own product. What is due care in manu- 
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facturing? What is malpractice in medicine? Statistical 
work in consumer research is in a sorry state, morc 
money being spent on it ycar by ycar, with ever 
worsening examples of practice and presentation. 

These problems can not be understood and can not 
even be stated, nor can the effect of any alleged solution 
be evaluated, without the aid of statistical theory and 
methods. One can not cvcn define operationally adjec- 
tives like reliable, safe, polluted, unemployed, on time 
(arrivals), equal (in size), round, random, tired, red, 
green, or any other adjective, for use in business or in 
government, except in statistical terms. A standard 
(as of safety, or of performance or capability) to have 
meaning for business or legal purposes, must be defined 
in statistical terms. 

The label on a blanket reads "50 per cent \vool." 
What does this mean? Half wool, on the average, over 
this blanket, or half wool over a month's production? 
What is half wool? Half by weight? If so, at what 
humidity? By what method of chemical analysis? How 
many analyses? Tho bottom half of the blanket is wool 
and the top half is something else. Is it 50 per cent 
wool? Does 50 per cent wool mean that there must bo 
some wool in any random cross-section the size of a half 
dollar? If so, how many euts shall be tested? How 
select them? What criterion must the average satisfy? 
And how much variation between cuts is permissible? 
C)bviously, the meaning of 50 per cent wool can only be 
stated in statistical terms. Mere words in English, 
French, or Japanese will not suffice. What means 80% 
butter fat in the butter that you buy? 

Drastic changes in practice and in writing and in 
tcaching are called for. As Shewhart said [18], the 
standards of knowledge and workmanship in industry 
and in public service are more severe than the rccluire; 
ments in pure science. He ought to have added thai the 
requirements for statistical practice are also far morc 
rigid than the requirements imposed on the teaching of 
statistics. It ought not to be that way, but it is. (More 
later on teaching.) 

The frame, the universe, environmental conditions. A 
statistical study proceeds by investigation of the ma- 
terial in a frame [19]. The frame is an aggregate of 
identifiable tangible physical units of some kjnd, any 
or all of which may be selected and investigAed. The 
frame may be lists of people, areas, establishments, 

I am indebted to many critics of earlier drafts of the manu- 
materials, or of other identifiable units that would 

script for this paper; also to questions from the audience at yield useful results if the whole content were investi- 
lectures at B number of universities, including the Princeton gated. It may be a lot of manufactu<ed parts; %ally 
meeting. of the Biopharmaceuticel Section of the American important in an analytic problem is a description of 
Stat i~ t id  Asaociatibn 4 Dee. 1974; the Universities of Mains, the environmenbl conditions that may affect the 
Colorado, Wyoming, George Washingtan University, North resulb (fi injra). 
Carolina, Inter-American Statistical Institute in Santiago de 
Chile. To facilitate exposition, we use a frame of N sampling 

** Consultent in Statistical Surveys, 4924 Butterworth Pl., units, numbered serially 1, 2,3, . . . , N. However, 
Washington #)016. there are circumstances in practice in which the size of 
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thc'fmrne is indefinite, atid :I prol):ibility P of selection 
is applied to c ~ c h  sanlplirlg unit :is it is prc~sclitcd [23]. 
h 100% sample (completc cclisus) cannot bc dcfincd it1 
thc abscncc of a franlc of .V sumpli~ig units. 

Enlirneraticqe studits and colnlgtic. studies contra.sfeif. 

Tho distinction bet\\-c.cw etiunlt~rativo ant1 aniilytic 
studies is vital in the dcsigti of studic:~ and in thr 
interpretation of results.' 

EXU;LIEHXTIVE: in which nction \\-ill bo taken on 
the material in the fralna studied. The action to bc 
talien on the frame depcrids purely on estimates or 
coniplote counts of onc or Inore specific populations of 
the frame. The ainl of a statistical study in nn enurnera- 
tive probleni is descriptive. How many f a r m  or how 
many people belong to this or that category? What is 
the expected out-turn of '\\-heat for this region? How 
many unit's in the lot are defective? The aim is not to 
find out why there are so many or so few units in this or 
that category: merely how many. 

Examples: 1. Data of Census-typc: age, sex, educa- 
tion, occupation by area. 2. Figures on the utilization 
of out-patient psychiatric services. 3. Prevalence of 
diabetes. 4. Assays of sanlplcs taken from a sbipload of 
ore, to  estinlatc \\-hat the shipload is worth and to 
decidc how much to  offer for it. 5. Tests of manu- 
factured product. (The Bureau of Customs will cal- 
culate also from tho samples how nmuch duty to  pay, if 
the ore comc!s froni abroad.) The Census for Congres- 
sional rcprcscritntion in tho United States is a prinlc 
cxanlplc of an  cnunicrativc study. Congressional 
represe~ltatioll in an area depends on how many 
people are in it, not. why thcy arc there. 

ANALYTIC: in which action will be take11 on the 
proccss or caun:-systrnl that produced thc? franle 
studied, the aim being to improvtb practice in thc futurc.. 
Examples: tests of varieties of wheat, co~nparison of 
machinrs, compnrisou of ways to advertise a product. or 
service, comparisoll of drugs, action on an industrial 
process (change in speed, changc in ten~peraturr,  
changc in ingr~l icnts) .  Interest ccntrcs in futurc 
product, not in tho material studied. Action : adopt 
Method B ovcr A, or hold on to  A, or continue the 
cxpcrinlcn t . 

Thcrc is a simple criterioli by which to distinguish 
betwccrl cnulnctrutivc and analytic studies. A la0 per 
ccnt samplo of the friune providcs the completc alrs\vcr 

My friend anti mllalgue Pmfemr S. Koller of the University 
of Mains suggests that enutnerutive studies might hetter be 
called descriptive stucliea, nntl'that analytic studies that I deal 
with here might better he cnlled comparative studies-that is, 
studies for comp:rri~~g two tretrtn~enb or two processes. I mention 
this in tile interest of rlarity, us t l ~ c  terms that he suggeqh may 
be l~elpful to many reuclo.j. 

The distinction b e t ~ v c c ~ ~  et~~u~\er;rtive atld analytic studies has 
been in the air mtrlly yenrx, hut hi~r successfully elucled most 
books nnd most t e u c l ~ i t ~ ~ .  It ~vux r.l(!arly rcc.op;r~izetl, without use 
of symbolic terms, by Htrroltl P. Dotl~r: ur~tl flarry R o m i ~  in 
tlreir S~r~npling Inrperliutr Tables (\\'iley, 194.1). anti by the 
Stutixtir:rl Itex:rrc.l~ Clroup t~c~;rtl~*l t)y \V. A l l c ~ ~  \Vnllis nt 
Co1unll)ia L'niversity; yet? Sunrpling Inaprcliorr (llcCiraw-Ifill, 
1947), pp. 183-184. See also refcrer~re [ti]. 

to thc question posed for an  cnunic.rativct problcnl, 
subject of courso to the limitntiolis of the method of 
invcstigution. In contrast, a 100 per ccht samplo of a 
group of patients, or of a section of land, or of last 
ncckls product, industrial or agriculturnl, is still 
inconcluaivc~ in an analytic problem. This point, though 
fundanlcntal in statistical infornlation for busiticss, has 
cscaptd nlany ~vritcrs. 

The two types of problem call for different pro- 
cedures of selection and calculation of cst imu trs. For 
example, in an enumerative problem, where the aim is 
t o  estimate (c.g.) tho numbcr of femalcs of age 20-29 
in a giver1 frame, we nerd not recognize strata a t  all in 
advsncc, nor aftrrward, though stratificatioll in one 
form or another might improve the precision of the 
estimate without addcd cost. 

In  contrast, in an analytic problem, where the ques- 
tion is to discover nhcre and under what conditions 
two treatnlcrits 9 and B differ by the amount D or morc, 
we may very wisely restrict the initial comparisons t o  
strata of widely different cliniatc and rainfall, or a t  thc 
cxtrcmcs of the severity of a disease. Failurc to perceive 
in advarlcc by substantive kno~vlcdge which strata may 
react differently to A and B may greatly impair an  
analytic study. (Cf., the section, "Usc of judgment- 
sampics," infra.) 

Two kinds of error i n  an enurneralice problem. We can 
makc cithcr of two kinds of error in an cnumerativc 
problcni. In tho examplc tncntioned above, we could: 

1. Pay too much by the amount D or morc for thc 
ore tcstcd. 

2. Sell it for too little, by the amount D' or more. 

First, before I\-e can try to guard against one mistake 
or the other, \\-e must decidc on thc error that we could 
tolerate. Wc should perhaps not mind paying 8 0 0  too 
much, or if we iverc selling the ore would we mind 
rrccivitig $500 too little for it. We might accordingly bc 
satisfied to set D and D' in this problem at $500. The  
tolerance to aim a t  would depend on the economics 
involved [2], [ll], [14], [15], [20]. 

Two kinds of error i~r  an analytic problem. Here, tvc 
may: 

1. Adopt Proccss B (rcylace A by B), and regrct it 
later (wish that we held on to A ) .  

2. Hold on to Process A, and regret i t  latcr (wish 
that we had adop tcd B) . 

The function of the statistician is to try to minimize 
the net loss fro111 both kinds of mishkcs, whcthcr thc 
problcnl be enutncrutivc or analytic. Hc  has formulas 
for doing so in at1 cllumerirtivc problcm, but has only 
weak conditional formulas in an analytic problem. 

Statisticians ltlr~st fiice tho fact that i t  is impossiblc 
to fornlulnto n loss-functiori ond minimize thc net loss 
froni thc two ( w o n  that olic can makc in an  analytic 
prol)l(*ni. Wc call accordingly not mnkc cotisistcntly 
cithcr rrror, cvcbtr with tho aid of statistical methods. 
r . 
1 hc rcnasolh is that \v(: canriot ucquirc alough campirical 



data to predict the environmental conditions of the 
future, nor the performance therein. 

Comparison of two treatments is not a uniformity 
test by which to estimate the variancc between plots 
within blocks subjected to the same treatment, or the 
variance between patients under the same treatment. 
It is not an investigation to ask whether the data con- 
form to some specific genetic law of inheritance, which 
might generate the ratio 3 :1 for light hair and dark 
hair in the offspring. 
Limitations of strrtistiwl inference. All results are 

conditional on (a) the frame whence came the units for 
test; (b) thc method of investigation (the question- 
naire or the test-method and how it  was used) ; (c) thc 
people that carry out the interviews or measurements. 
In addition (d), the results of an analytic study are 
conditional also on certain environmental states, such 
as the geographic locations of the comparison, the date 
and duration of the test, thc soil, rainfall, climate, 
description and medical histories of the patients or 
subjects that took part in the test, the observers, the 
hospital or hospitals, duration of test, levels of radia- 
tion, range of voltage, speed, range of temperature, 
range of pressure, thickness (as of plating), number of 
flexures, number of jolts, maximum thrust, maximum 
gust, maximum load. 

The exact environmental conditions for any experi- 
ment will never be seen again. Two treatments that 
show little difference under one set of environmental 
circumstances or even within a range of conditions, 
may differ greatly undcr other conditions-other soils, 
other climate, etc. The converse may also be true: two 
treatments that show a large difference under one set 
of conditions may be nearly equal under other condi- 
tions. 

There is no statistical method by which to extrapolate 
to longer usage of a drug beyond the peritd of test, nor 
to other patients, soils, climates, higher voltages, nor to 
other limits of severity outside the range studied. Sidc 
effects may develop later on. Problems of maintenance 
of machinery that show up wcll in a test that covers 
three weeks may cause grief and regret after a few 
months. A competitor may stop in with a new product, 
or put on a blast of advertising. Economic conditions 
change, and upset predictions and plans. These are 
some of the reasons why information on an analytic 
problem can never be complete, and why computations 
by use of a loss-function can only be conditional. The 
gap beyond statistical inference can be filled in only by 
knowledge of the subjwt-matter (economics, medicine, 
chemistry, engineering, psychology, agricultural science, 
etc.), which may take the formality of a model [12], 
[14], [15]. These admonitions seem to bc ignored in 
books for decisions in business, the very place where 
thcy are most needed [16]. I t  is easy to see the fallacy 
in thc following paragraph : 

By the time these aircraft are in service, 9 of 
them will have completed 1250 hours of thorough 
testing under all conditions.-Extracted from a 

lettcr to the author from onc of tho largest airlines 
in the country. 

How could tests of the past cover all conditions to be 
met in the future? Upon receipt of this lcttcr, I resolved 
immediately, for my own practice, to require the expert 
in the subject-mattcr (cnginccr, lawyer) to specify in 
advance the ranges of stress undcr which the experi- 
mcnts will be conducted, and to explain that the results 
will be valid only within these ranges. 

In work with a railway that hauls pellcts of iron ore, 
tests over two years indicated small correlation between 
the number of loaded cars in a train and the average 
net weight of pellets per car in the train: also little 
effect of the weather, month to month, on the loading. 
This information turned out to be uscful in the judg- 
ment of the engineers and accountants because they 
were confident that about the same correlation would 
hold the next year and the year after. Statistical theory 
could not predict the correlation. 

Presentation of results, to be optimally useful, and to 
be good science, must conform to Shewhart's rule: viz., 
preserve, for the uses intended, all the cvidcncc? in thc 
original data [18]. 

The data of an expcrimcnt consist of much more than 
a mean and its standard deviation. In fact,, not evcn 
the original observations constitute all thc data. The 
user of the rcsults, in order to understand them, may 
require also a description or reference to tho method 
of investigation, the date, placc, the duration of the ' 

test, a record of thc faults discovered by thc statistical 
controls, the amount of nonrcsponsc, and in somc cases, 
cven the namc of tho observer [17]. An cxamplc of 
presentation that covers some of these points appears in 
an article by Butterworth and Watts [5]. 

No side effects wore observcd among pationts in 
any of the threc study-groups, and no abnormal 
laboratory values w r c  recorded over the 3-~vccbk- 
trial. 

The statistician has an obligation, as architcct of a, 
study, to hclp his client to pcrccive in advance thd 
limitations of any study that is contcmplatcd, and to 
alter tho design, if dcsirablc, to meet the rcyuircments. 

An important qucstion to ask boforo the plans for a 
study go too far is this: What will the rcsults refer to? 
How do you propose! to use them? Tho answer some- 
times brings forth drastic modifications of the plans. 

What do we need? What we need to know in a com- 
parativc study is whether the diffcrcncc bctweon two 
treatments A and B appears to be of material impor- 
tance, itconomic or scientific, undor the conditions of 
use in the futuro. This requirtd differcnce we dcsignatc 
by D. Symbolically, 

That is, will B be better than A by the amount D 
I N  FUTURE TIIIAIS? Will Proccss B turn out D 
more units pcr hour undcr the conditions tq bc met in 
the factory? 
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The appropriate statistical design depends on the 
valuc of D, which must be stated in advance. I ts  mag- 
nitude is the responsibility of the expert in the subjcct- 
matter. 

The problem is one of estimation. What is the mag- 
nitude of B - A ?  

It is important to rcmembcr that tho mean, the 
variance, thc standard error, likclihood, and many 
other functions of a set of numbers, are symmetric. 
Interchange of any two observations x, and xj leaves 
unchanged the mean, the variance, and cven the dis- 
tribution itself. Obviously, then, use of variance and 
elaborate methods of estimation buries the information 
contained in the order of appearance in the original 
data, and must therefore be presumed incficient until 
cleared. 

Pencil and paper for construction of distributions, 
scatter diagrams, and run charts to compare small 
groups and to detect trends, arc more efficient mcthods 
of cst,imation than statistical infcrcncc that dcponds on 
varianccs and standard errors, as thc simple techniques 
preserve tho information in thc original data. In 
fortunate circumstanccs (normal cstimatos, inde- 
pendence, abschncc of pattcbrns), and whcn thc wholc 
study wcnt off as intcndcd, one may indotd summarize 
the results of comparisons as confidence intervals or 
fiducial intervals, making use of standard orrors. But 
thcscb circumstanccs require demonstration by simplo 
methods of pcbncil and paper [I], [7], [21]. 

W(: admit with Sir Winston Churchill that it some- 
times pays to admit tho obvious: \vc do not perform an 
oxporimcnt to find out if two varictics of whrat or two 
drugs arc! cqual. Wo know in advance, without sponding 
a dollar on an cxpcrimmt, that thcay arc not cqual. 

'l'hc di ff (~rc:ncc: b(:t wccn two trchatmcnts' or bcttvocn 
two arras or two groups of pcopl~, will show up as 
"significantly diff(:rcntJJ if tht: c:xpc:rimc*nt he con- 
ductcd through u suficichnt numbvr of trials, chvon 
though tho diff(hrcnco bc so small that it is of no sciontific 
or economic conscqucncc. 

Likawisc, trsts of ~vhcth(!r tho data of a survcy or an 
experiment fit somc particular curvcl is of no scientific 
or cconornic conscqucncr. P (x" -+ 0 for any curvcl as 
the numbor of observations incrcascts. With enough 
data, no curvo will fit thc: rosults of an cxporimont. 
The question that on(! faces in using any curve or any 
relationship is this: How robust arc thc concltisions? 
Would somc other curve make safer predictions? 

Statistical significance of B ovchr A thus convctys no 
knowledge, no basis for action [3], [4], [6], [8], [9], 

C131, C221. 
Use qf judgment-samples. Statisticians must face somc 

facts about judgment-samplts. 

1. Usc of a judgment-sample of material and cnviron- 
mental conditions for an enumcrativc study (e.g., by 
which to cstimatc thc frcqucncy of error of a certain 
type in a class of accounts) is worth no moro than the 
reputation of the man that signs the report. The rcason 
is that therc is no way except by his judgment to set 

l i i t s  on the margin of uncertainty of the estimate. 
Probability samples havc an advantage in an enumera- 
tive problem, as they remove one important area of 
doubt; they enable one to evaluate the uncertainty in a 
result that arises from (a) the myriads of independent 
chance causes of variation; (b) the variance between 
investigators; (c) interactions betwecn investigators 
and sampling units; (d) the effects of the possible main 
flaws in execution. 

2. Use of judgment-samples is hardly ever necessary 
in an enumerative problem. I t  may seem that excep 
tions occur in a pile of coal or in a shipload of ore 
where one can only take samples from cxposed portions. 
There are usually ways around such difficultics, namely, 
to draw samples off the conveyor-belt while the coal or 
ore is being loaded or unloaded. 

3. In contrast, much of man's knowledge in science 
has been learned through use of judgment-samples in 
analytic studies. Rothamstcd and other experimental 
stations are places of convenience. So is a hospital, or a 
clinic, and the groups of paticnts thcrcin that we may 
examine. 

4. In spite of the fact that we can a t  bcst arrange to 
carry out a comparison of treatrncnts only on paticnts 
that arc highly abnormal. (usually paticbnts that do not 
need cithc!r treatment, or which ncither tllcatment can 
help), or a t  a selected location such as Rothamsted, it 
is comforting to note that if thc cxperimcnts on two 
trmtmcnts appropriatcly randomized amongst the 
paticnts in a clinic indicatr that the diffcrcnce is almost 
surely substantial (cqual to I)), then we have learned 
something: iv\.o may assert, with a calculable probability 
of boing wrong, that thc two trratmcnts arc materially 
differrnt in some way--chemically, socially, psycho- 
logically, gcnctically, or otherwise. This wc may assert 
c!vcbn though wc may ncvcr again usc the treatments 
with patients likc t h ~  ones trstrd, nor raise whcat under 
thf: same onvironmcntal conditions. The cstablishmcnt 
of a diffcrcncc of cconomic or scientific importance 
undw any conditions may constitute important ncw 
knowlrdgc. Such a contribution is incomplctc, but it is 
nevc:rthcless a contribution. 

5. Tho laqt paragraph brings up thc importance of 
randomization and thcxxics of cxpcrimental design in 
the use of judgment-samples. Randomization within 
the blocks in an area chosen for convenic!ncc (for trials 
of whcat) , or of paticnts (for comparison of treatrncnts), 
rcmovcs an important area of doubt. Undcr fortunate 
conditions, randomization of troatmcnts within a 
sclccted stratum justifies the use of probability for 
conditional infcrcncchs. Theories of cxpcrimental dcsign 
help to minimize thc varianccs for a given allowable 
cost. But cvchry inference (conclusion) based on thc 
results is conditional, no mattcr how cfficicnt bc the 
design of oxperimcnt. 

6. We havc already obscrvcd that selection of widcly 
difforont strata may be thc most efficient approach for 
a comparison of trcatmc!nts. One may bite off strata 
(arcas, hospitals, paticnts) one at  a time, as results 
seem to indicate, until hc has, in his judgment, covered 



enough strata and conditions to cstahlish the arcas and 
cotlditiotis undrr which the superiority of B over A is 
equal to or grentcr than D, or in which the differt!trcc is 
incotucqucntial. Onrission of a str~ttunl of specinl 
interest nlay inrpair an experiment. Example: 

The mid-portion of pregnancy nlay bc as vul- 
ncrablc to cnviro~lmctrtnl agents ns early prcg- 
nancy . . . hut thc middle part is not included in 
drug-testing r0utinc.s.-Yew York Timvs, 19 July 
1975: page 24, quoting Dr. Andrcw G. Hendrickx. 

I t  is fairly easy now to understand why it is that a 
probability sample of a whole frame ii-ould be inefficient 
for an analytic study. Thus, to test two treatments in 
an agricultural experiment by randomizing the treat- 
ments in a sample of blocks drawn from a frame that 
consisted of all the arable blocks in the world would 
give a result that is nigh useless, as a sample of any 
practical size would be so widely dispersed over so 
many conditions of soil, rainfrill, and climate, that no 
useful inference could be drawn. The estirrlatc of the 
difference B - A would be only an avcrugc over the 
whole ~i-orld, and would not pin-point thc types of soil 
in which B might be distinctly better than A. An 
exception would occur if treatment B turned out every- 
where to be subst.antially supcrior to A. I am only 
reinforcing IColler : [lo] 

When thc effect of strophantit~ (ouabain) on 
cardiac insufficiency is tested, it is not meaningful 
to cstimatc the average therapeutic effect for the 
total of cases of cardiac failure, for those patients 
already treated with digitalis respond badly to 
strophantin. I t  is more important to find out if 
there are contraindications than to estimate the 
structure of frequencies of the heterogeneous 
sub-groups and by this enunlcrnte a general mean 
of the therapeutic criterion. 

For an etiological survey represcntativcness of 
thc total population is not an important criterion 
to distinguish betwccn good and bad studirs. 

Criticisms of teaching. We are ready now to offcr 
somc specific criticisms on the tcnchirlg of statistics, in 
the hope that thcy may help to improvc statistical 
practicc in the futurc. 

Example 1, conlpositc example, extracted from a 

number of textbooks in mathcmntical statistics. 

Ninetccn chutes Jecrc testcd for tima of burning, 
10 in Batch A, 9 in Batch B..  . . t = 1.40. As 
t .@s = 1.96, it follows that tho null hypothesis 
(that thc two populations arc idcnticnl) can not 
bc rcjcctcd against the nltcrnativc pl # fir a t  the 
level of significance a = 0.05. 

Comnienls. What do thc results rcfcr to? What is a 

population? What two populntions arc! not idcnticnl? 
Docs th(: author of the book rctfcr to the two batchcs of 
chutcts u!rci~dy produced ulid tcstcd, or doc.s hc nlcan 
tho proccsscs by which chutes will bc producc~tl? Only 

the manufacturitlg processes could be of concern, as 
the chutes tested (and burncd up) will nevcr bc used 
agtiin. What about a refarcnce to the method of test? 
Sonc is cited. The problem should be stated as an 
ana1yt.i~ problcnl in which the question is whether the 
economics of production, marketing, and consumer 
prefcrencc would justify a choice between processes 
A and B. 

If n statisticia11 in practice were to make a statement 
like the onc quoted, he n-ould lose his job summarily, 
or ought to. 

To extract the information from so costly an experi- 
ment, I should wish to have in hand the original data, 
to be able to plot the time of burning of every chute 
tested, in the order of test. Were A and B alternated? 
If not, why not? Students need encouragement to think 
and to ask questions of the data, but how could they 
here? Missing from the text are the original figures and 
a description of how the tests were conducted (what 
Shewhart called the "data of the experiment" 1171). 
-Are students made aware that standard errors and 

statistical tests ignore all these questions? that standard 
errors bury a lot of essential infornlation? 

Under thc usual teaching, the trusting student, to 
pass the course, must forsake all the scientific sense that 
he has accunlulated so far, and learn thc book, mis- 
takes and all. 

Example 8 from my friend Dr. Edward C. Bryant. 
While hc was a t  the University of Wyoming, someone 
came in from the Dcpartrnent of Animal Husbandry to 
announcc to him an astounding scientific discovery- 
the fibres on the left side of sheep, and those on thc 
right side, arc of different diameter. Dr. Bryant asked 
him how many fibres he had in the sample: answer, 
50,000. This was a number big enough to establish 
significance. But what of it? Anyonc would know in 
advance, without spending a dollar, that there is a 
difference between fibres of the left side and the right 
side of any shccp, or of n shccp combined. Thc question 
is whethcr the diffcretlcc is of scientific importnncc. 

Example 3. The Panel on Statistics distributed at  
the mcctirlg of the Amcrican Statistical Association in 
Montreal in August 1972, in the pamphlet INTRO- 
DUCTORY STATISTICS WITHOUT CALCULUS, 
the follol\,ing statenlent (page 20). 

A basic difficulty for most students is the propcr 
formulation of the alternatives Ho and HI for ally 
giver1 problcm and thc couscqucnt determination 
of thc propcr critical region (upper tail, lower tail, 
two-sided). (Herc Ho is thc hypothcsis that 
11 = PO; H I  the hypothcsis that P I  # 

Comatent. Stllall wondrr that students havc trouble. 
They may bc trying to think. 

Example 4,  takvn from "Visual Acuity of Youths 
12-17 Ycars," National Ccntcr for Hcalth Statistics, 
Scrics 11, No. 127, Muy 1073. 

Boys 12-17 gcncrally had bettc!r bit~oculnr 
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distance acuity without corrcction than girls of that 
age in each of the four regions of the country. 
However, only in the Midwest and in the South 
were the differences. . . large enough to be statis- 
tically significant. 

Cornmenrs. (a) The differences between boys and 
girls appear to be p~rsistcnt from region to region, and 
to  be substantial, of scientific importance, worthy of 
furthcr study. (b) Examination of the detailed tables 
for the U. S. as a ivholc (not included here) give 
evidcncc in conflict with the coriclusio~~ quotcd. 
Actually, more girls per 1000 than boys pPr 1000 a t  
every ago 12, 13, 14, 15, 16, 17, have vision 20/17 and 
likewise 20/20, but more boys than girls have vision 
20/15 and 20/12 or better. (c) What appears to be a 
higher percentage of boys in the accompanying table 
with vision 20/20 or better comes from the  fortuitous 
consolidation nnd confoundirig of lop-sided proportions 
a t  the different ages and levels of vision, of the kind 
just described. (d) These lop-sided proportions may 
\\.ell be the most important result of the study, but the 
text by-passes this possibility. (e) The high proportions 
of both boys and girls in the South with vision 20/20 
or better (hot shown here) compared with the rest of 
the country, may have its origin in differences between 
the visions of black and white boys and girls, but the 
detailed tables do not show figures separately by color, 
possibly because of small samples for blacks. (f) Differ- 
ences between examiners mould, in my experience, be 
worth investigation, but the text gives no indication of 
how the boys and girls were allotted to the examiners, 
nor any summary of differences between examiners. 
(g) The standard errors shown in the table are mean- 
ingless; they apparently obscured the vision of the 
writer of the text. 

More on the teaching oj stutistics. Little advanccment 
in the teaching of statistics is possible, and little hope 
for statistical methods to be useful in the frightful 
problems that face man today, until the literature and 
classroom be rid of terms so deadening to scientific 
enquiry as null hypothesis, population (in place of 
frame), true value, level of significance for comparison 

of treatments, representative sample There is no true 
value of any concept that is measured. There may be, 
of course, an accepted operational definitibn (question- 
naire, method of measurement) and an accepted 
value-accepted until it is replaced with one that is 
more acceptable to the experts in the subject-matter 

20/70 or poorer 

North- Mid- South \Vest 
east west 

16.7 18.2 10.6 13.8 

2.46 1.37 0.82 2.14 

18.3 23.6 13.3 21.2 

2.85 2.57 1.42 4.40 

Sex 

BOYS 
Percent 

Standard 
error 

Girls 
Percent 

Standard 
error 

C61,~121, ~ 1 8 1 .  
Here are three suggestions to replace topics that 

20/20 or better 

North- Mid- South West 
enst wrest 

72.1 70.0 80.0 74.5 

2.63 1.96 1.67 2.70 

66.3 60.9 72.6 66.7 

3.21 2.82 2.10 5.96 

should be thrown out. First, non-sampling errors: 
their detection and measurement by statistical controls, 
and their possible effects on uses of the restilts [6]. 

Second, the contrast between enurnetative and analytic 
studies, their purposes and contrast in design and 
analysis. This would automatically bring in the use of 
judgment-samples where they are indicated for best 
efficiency. Third, every student should try his hand a t  
statistical inference, given a set of original data, 
together with the necessary non-statistical information 
about the environmental conditions of the experiment 
or survey. Cross-examination by other members of the 
class would teach a student to be careful. 

Students of statistics need some teachers that are 
engaged in practice. What would happen in medicine if 
medical students studied surgery and internal medicine 
from physicians nonc of whom had ever been in prac- 
tice? 

A teacher that gets involved in statistical problems 
has a basis for making a choice of what theory to teach, 
and he has illustrations of his own for the classroom and 
for his book, and he will understand the illustrations. 
His teaching inspires students to think. 

We also need some teachers of theory that are not in 
practice. The student can only learn theory. To  learn 
theory, though, most students require examples of good 
practice and examples of bad practice, with explanation, 
in terms of theory, of what was right and what was 
Wrong about the procedure. Faultless, skillful teaching 
of statistics is unhappily too often undone by examples 
of design and inference that mislead the student, as I 
have tried to illustrate here. 

Unfortunately, involvement in a problem carries 
responsibilities. The statistician in practice must write 
a report for lnanage~nent or for legal purposes, on the 
statistical reliability of the results, what they may 
mean and what they don't mean. Such a report will 
state the possible margins of uncertainty from sampling 
variation and from operational blemishes big and little 
discovered in the controls, the nonresponse, illegible 
entries, missing entries, inconsistencies found in the 
coding, with a careful statement of the conditions of the 
experiment (duration, locality, reasons for choice 
thereof, voltage, range of stress, etc.), the method of 
measurement or the questionnaire, and the difficulties 
encountered. (An example is in reference [a].) In- 
volvement in a problem means the possibility of facing 
a board of directors, or facing cross-examination. It 
means tedious work, such as studying the data in 
various forms, making tables and charts and re-making 
them, trying to use and preserve the evidence in the 
results and to be clear enough to the reader: to endure 



disappointment and discouragement. Desultory advicc 
on possible ways to attack a double integral does not 
constitute involvement in a problem. 
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REPORT TO MANAGEMENT 

In response to the January 1972 Viewpoints 
column on process capability, ASQC Hon- 
orary Member Dr. W. Edwards Deming sent 
us the following "report" composed of ex- 
tracts from a report to the management of a 
large company. In addition to its being on 
process capability, i t  covers so many other 
items of interest to quality controllers in 
general that we present i t  here in its 
entirety. 

W. E. DEMING 
Categorizing troubles. 

This report is written at your request after 
study of some problems that you are having 
with production, high costs and variable 
quality, which altogether, as I understand 
you, have been the cause of considerable 
worry to you about your competitive posi- 
tion. Please note that I write as a statistician 
who sees the stattstical method as a system 
of service to science and to industry. I am 
not a consultant in management. As a sta- 
tistician in practice, however, I work with 
management on many types of problems, 
including statistical logic in the manage- 
ment of quality. Thus I learn what some 
management problems are and how statis- 
tical methods can help. 

By quality control, I mean use of statis- 
tical methods to aid design and test of prod- 
uct, specifications and tests of materials, 
aids to production workers, measurement of 
the effects of common (environmental) 
causes, meaningful job descriptions and 
specifications based on the capability of the 
process, consumer research, sales, in- 
ventory, inventory-policy, maintenance of 
equipment and many other problems of 
management. 

My opening point is that no permanent 
impact has ever been accomplished in qual- 
ity control without understanding and con- 
tinued nurture of top management. No 
short-cut has been discovered. In my opin- 
ion, failure of your own management to ac- 
cept and act on their responsibilities in 
quality control is one cause of your trouble, 
as further paragraphs will indicate in more 
detail. 

What you have in your company, as I see 
it, is not quality control, but guerrilla snip- 
ing - no organized system, no provision 
nor appreciation for the statistical control of 
quality as a system. You have been running 
along with a fire department that hopes to 
arrive in time to keep fires from spreading. 

Your quality control department has done 
its duty, as I understand, if they discover 
that a carload of finished product might 
cause trouble (even legal action) if it went 
out. This is important, but my advice is to 
build a system of quality control that will re- 
duce the number of fires in the first place. 
You spend money on quality control, but 
ineffectively. 

You have a slogan, posted everywhere. I 
wonder how anyone could live up to it. By 
every man doing his job better? How can 
he, when he has no way to know what his 
job is nor how to do it better? Exhortations 
and platitudes are not effective instruments 
of improvement in today's fierce com- 
petition, where a company must compete 
across national boundaries. Something 
more is required. 

A usual stumbling block most places (ex- 
cept in Japan, I believe, where they had the 
benefit of a better start, and a willingness of 
top management to learn and stay inter- 
ested) is management's supposition that 
quality control is something that you install, 
like a new dean or a new carpet. 

Another roadblock is management's sup- 
position that the production workers are re- 
sponsible for all trouble: that there would 
be no problems in production if only pro- 
duction workers would do their jobs in the 
way that they know to be right. Man's natu- 
ral reaction to trouble of any kind in the 
production line is to blame the operators. In- 
stead, in my experience, most problems in 
production have their origin in common (en- 
vironmental) causes, which only manage- 
ment can reduce or remove. For best econ- 
omy, the production worker is held 
responsible to maintain statistical control of 
his own work. To ask him to turn out no de- 
fectives may be costly and the wrong ap- 
proach. The QC Circle movement in Japan 
gives to production workers the chance to 
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move on certain types of common causes, 
but the QC Circle movement is in Japan, 
not here. 

Causes of trouble may be subsumed un- 
der two categories: common (environmen- 
tal) and spec~al (local). Common causes are 
called common because they affect equally 
all workers in a section. They are faults of 
the system. They stay there until removed 
by management. Their combined effect can 
be evaluated. lndlvidual common causes 
can usually be isolated by experiment. Spe- 
cial cause can be corrected on statistical 
signal by the production worker himself. 
They are special because they are speciflc 
to a local condition. The operator's judg- 
ment by itself without stat~stical signals is 
hazardous. 

Confus~on between common causes and 
special causes - a failure of management 
- is one of the most costly mistakes of in- 
dustry administration, and public adminis- 
tration as well. Confusion between these 
two causes leads to frustration at all levels 
and to actual increase in variability and cost 
of product - exactly contrary to what IS 

needed. 
Fortunately, confusion between the two 

sources of trouble (common or environmen- 
tal causes, and special causes) can be elimi- 
nated w ~ t h  almost unerring accuracy. 
Simple statistical methods distingu~sh be- 
tween the two types of cause, and thus 
point the finger at the source and at the 
level of responsibility for action. Simple sta- 
tistical charts tell the operator when to take 
action to Improve the uniformity of his work, 
and when to leave it alone. Moreover, the 
same simple statistical tools can be used to 
tell management how much of the propor- 
tion of defectlve material is chargeable to 
common (environmental) causes, correc- 
t~ble only by management 

Thus, with slmple data, it IS possible and 
usually not d~f f~cu l t  to measure the com- 
bined effect of common causes on any op- 
erarlon. This I pointed out in my paper "On 
Some Statistical Logic in The Management 
of Quality," whlch I delivered at the All lnd~a 
Congress on Quality Control held in New 
Delhi, 17 March 1971. 

"We rely on our exper- 
ience," is the answer 
that came from the 
quality manager In a 
large company recently, 
when I enqulred how 
they distingulsh be- 
tween the two kinds of 
trouble (special and en- 
vlronmental) and on 
what prlnc~ples Your 
own people gave me the 
same answer, at f~rst 

This answer IS self-lncr~minat~ng - a 
guarantee that the company w ~ l l  cont~nue to 
have about the same amount of trouble 
There IS a better way now Exper~ence can 
be cataloged and put to use rat~onally only 
by application of statistlcal theory. One 
funct~on of statlstlcal methods is to deslgn 
experiments and to make use of relevant ex- 
perlence In a way that 1s effective. Any c la~m 
to use of experience without a plan based 
on theory 1s dlsqu~se for rat~onallzat!on of a 
declsion that has already been made 

In connect~on w ~ t h  spec~al causes, I flnd 
in your company no provision to feed back 
to the product~on worker ~nformatlon In a 
form that would ~nd~cate (a) when act~on on 

hls part would be effectlve rn helplng to 
meet hls spec~flcatlons, and (b) when he 
should leave hls process as ~t 1s Special 
causes can be detected only w ~ t h  the ald of 
proper statlstlcal techniques. 

The product~on worker himself may In 
most cases plot the statlstlcal charts that 
w~ l l  tell h ~ m  whether and when to take ac- 
tlon on hls work He must, of course, be 
taught 

Be ~t noted, though, that statlstlcal tech- 
nlques for speclal causes alone will be In- 
effectlve and will flzzle out unless manage- 
ment has taken steps to remove the 
common (environmental) causes of trouble 
that make ~t lmposs~ble for the productlon 
worker to turn out good work Fa~lure of 
management to take thls lnltlal step, before 
teachlng the product~on worker how to de- 
tect hls own speclal causes, accounts for 
fallure of the so-called control chart 
method; ~t slmply w ~ l l  not solve all the prob- 
lems of qual~ty. 

The benef~t of thls communlcat~on w ~ t h  
the worker, by whlch he percelves a gen- 
ulne attempt on the part of management to 
show hlm what h ~ s  job IS, and to hold h ~ m  
respons~ble for what he h~mself can govern, 
and not for the sins of management, 1s hard 
to overestimate 

Moreover, there IS a further elevat~on of 
morale when the worker percelves that 
management IS dolng something about 
common causes, and accepting some of the 
blame for trouble. 

Statlstlcal a~ds to the productlon worker 
w ~ l l  require your company to acqurre some 
statistlcal knowledge and do a lot of 
plann~ng 

What 1s the product~on worker's job? Is ~t 
to turn out no defectives (whlch makes hlm 
respons~ble, not just for h ~ s  own work, but 
for the mach~nery and for the mater~al that 
comes to him from prevlous operations, or 
IS ~t to run hls operation econom~cally~ The 
two alms are too often ~ncompat~ble Statls- 
tlcal methods show up thls dllemma and 
prov~de feas~ble solut~on 

There IS no excuse today to hand to a 
worker spec~flcatlons that he cannot meet, 
nor to put h ~ m  In a poslt~on where he cannot 
tell whether he has met them Your com- 
pany falls miserably here 

When a process has been brought Into a 
state of statlstrcal control (spec~al causes 
weeded out), ~t has a def~n~te  capabll~ty, ex- 
press~ble as the economlc level of qual~ty 
for that process. 

The only spec~f~cat~ons w ~ t h  meaning are 
those f~xed by the capabll~ty of the process 
The spec~flcat~ons that a process In control 
can meet are obv~ous There 1s no process, 
no capab~llty, and no meanrngful spec~flca- 
t~ons, except In stat~stlcal control 

Tlghter spec~flcat~ons can be reallzed 
only by reduct~on or removal of some of the 
common causes of trouble, whlch means 
act~on on the part of management A pro- 
duct~on worker, when he has reached statls- 
tlcal control, has put Into the process all 
that he has to offer It IS up to management 
to provlde better un~form~ty In lncomlng ma- 
ter~als, better un~form~ty In prevrous oper- 
attons, better sett~ng of the mach~ne, better 
ma~ntenance, change In the process, 
change In sequencing, or to make some 
other fundamental change 

In connect~on w ~ t h  the above paragraph, I 
frnd that In sp~te of the fact that you collect 

(cont~nued oq page 41)  
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pronouncements and quick results. He has 
difficulty to accustom himself to the unas- 
suming, deliberate, scholarly approach of 
the statistician. The thought is horrifying to 
him, that he, the plant manager, is respon- 
sible for a certain amount of the trouble that 

(continued from page 3) plagues the plant, and that only he or some- 
one hiaher uo can make the necessarv 

a profusion of frgures in your company, 
there are not data on hand for either the 
problems of speclal causes or for measure- 
ment of the effect of common causes. 
Costly computers turnlng out volumes of 
records IS not quality control. Figures fed 
back to a worker do more harm than good if 
they are devoid of signals that tell him (a) 
whether he himself IS partly or wholly the 
cause of trouble discovered in product that 
passed through his operation, or (b) that the 
trouble arose from common (environmen- 
tal) causes, beyond his control. The result IS 

frustration and dissatisfaction of any con- 
sclentlous worker. Without statistical srg- 
nals, any attempt on his part to improve h ~ s  
work has the Inevitable result of increases in 
varlability and Increases in costs. 

Your production workers and your man- 
agement need help that they are not getting. 
An Important step, as I see it, would be for 
you to take a hard look at your production 
of figures -your so-called Information sys- 
tem. Under more intelligent guidance, you 
would have far fewer figures but far better 
lnformatlon about your processes and thew 
capabilrtles, more uniformity, and greater 
output at reduced cost per unit. 

I should mention also the costly fallacy 
held by many people In management that a 
statistlclan must know all about a process In 
order to work on ~ t .  All evidence is exactly 
the contrary. Competent men In every posi- 
tlon, from top management to the humblest 
worker, know all that there IS to know about 
their work except how to improve it. Help 
toward improvement can come only from 
outside knowledge. 

Management too often supposes that they 

have solved their problems of qualrty (by 
which I mean economic manufacture of 
product that meets the demands of the mar- 
ket) by establishing a quality control depart- 
ment, and forgetting about ~ t .  In a sense, 
thls is a good administration - to delegate 
responslbtllty and hold the man responsible 
to delrver the goods - but it is not working. 

Why not? Most quallty control depart- 
ments work In narrow ranges of knowledge, 
with little concept or abillty to understand 
the full meanlng of quality control. Unfortu- 
nately, management never knows the differ- 
ence. To grow up In a factory IS not suf- 
ficient quallficatlon for work In the 
statistical control of qualrty. There is no 
substrtute for knowledge. 

No good comes from changing the name 
of a quallty control department to the de- 
partment of operatrons research, or to sys- 
tems analysis, or to some other fancy name. 

Management too often turns over to a 
plant manager the problems of organlzatlon 
for qualrty. This man, dedrcated to the com- 
pany, wonders dally what hts job IS Is it 
production or quality? He gets blamed for 
both He IS harassed dally by problems of 
sanitation, pollution, health, turnover, grrev- 
ances He IS suspicious of someone from 
the outside, esDectallv of a statlsticlan, talk- 

changes in the envtronment. He should, df 
course, undergo frrst of all a course of in- 
doctrlnatlon at headquarters, with a chance 
to understand what quallty control IS and 
what h ~ s  part In it will be. 

Most men working in so-called quallty 
control departments would welcome a 
chance to acqulre more knowledge. One 
way IS to send In a top-grade statistlclan on 
a regular basis for guldance Another way is 
to send selected men in your company to 
one of the (few) statistical teachrng centers, 
for two years. Your company needs desper- 
ately more statlstrcal knowledge. 

Statlstrcal methods to improve tratnlng 
and supervision have not been utilized ef- 
fecttvely In your company Statrstlcal eval- 
uation of tralnlng and supervlslon, vlewed 
as a system for Improvement of skllls and of 
operations, is an rmportant part of quallty 
control 

Perhaps the greatest problem (hardest to 
solve, I mean) IS the perennially increasing 
shortage of competent statisticlans that are 
Interested In problems of Industry Thls 
shortage exlsts all over the world Profound 
knowledge of statlstlcal theory is necessary 
In quallty control Unfortunately, ~t takes 
around ten years beyond college, spent In 
study and internship under a master, to pro- 
duce a competent statlsticlan, and too few 
of the competent ones go Into rndustry. Thls 
IS partly the fault of management A com- 
petent statistician will not stay In a place 
where he cannot work effectlvely and whrch 
fails to challenge h ~ s  abllity The shortage of 
statrsticlans will conttnue Meanwhile, com- 
panles must treat statlstrcal knowledge as a 
rare and vital resource. 

I ftnd In my experience that management 
hardly ever provrdes organizatron and com- 
petent staff to carry on and develop control 
of quality on an economlc scale No one In 
quallty control, however competent, can 
step In and work effectlvely in the absence 
of dlrectlve from the top Proper organiza- 
tlon and competence do not necessarily In- 
crease the budget for quallty control Man- 
agement, In most Instances, IS already 
paylng out enough money and more for 
proper organrzatlon and competence, but 
not gettrng therr money's worth, getting 
tons of machine-sheets full of meaningless 
flgures - gettlng rooked, I'd say, and bliss- 
fully at that. Your company IS no exception. 

I hold the convlctlon that here, as In Ja- 
pan, ~t will be necessary for management to 
devote many hours to qualrty control, on a 
continuing basrs, to learn somethtng about 
the techniques, as management must hold 
themselves responsrble for the problems of 
poor desrgn, hlgh costs, and quallty, and 
must learn enough to judge the work of 
subordinates on these problems No one IS 

too rmportant In a company, or paid too 
much money, to get some tutorlng In statis- 
tical methods so that he can see better what 
the problems of the company are, and how 
h ~ s  quallty control people are dolng 

ing a new language, someone not raised in 
the manufacturing business. He has no time W. Edwards Demrng 
for foolishness. He expects authoritative Washington 

Quality Progress' July 1872 41 


